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Flash Report • February 2025 

Artificial Intelligence (AI) Fraud Risk 

Artificial intelligence (AI) tools and techniques are being used more frequently by 

fraudsters to commit fraud and make their schemes more sophisticated.  These tools 

are often used to fool employees into sharing sensitive information, authorizing 

transactions, or taking other inappropriate action because the employee believes the 

individual they are interacting with is known to them and trustworthy.  

Deepfakes 

A video image created using AI 
that mimics a real person’s 
appearance and mannerisms.  
Deepfakes create the illusion that 
you are interacting with a real 
person or group of people. 

Voice Cloning 

A real person’s voice is replicated 
using a sample of their speech 
obtained from a valid source.  
The cloned voice is then used to 
convince an employee to take 
inappropriate action. 

AI-Enabled Chatbots 

By leveraging generative AI, 
sophisticated chatbots can be 
designed to manipulate victims by 
mimicking human-like interactions, 
thereby gaining their trust and 
credibility. 

Social Engineering Attacks 

AI can increase the sophistication 
of social engineering attacks by 
gathering detailed information 
about an employee, enabling 
personalized and convincing 
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https://usf.app.box.com/s/yu2k17qghdgzdu5vlgg9kvjnqg78dr30
https://genai.usf.edu/genai-resources/tools
https://usf.app.box.com/v/usfregulation5001
/audit/
https://secure.ethicspoint.com/domain/media/en/gui/14773/index.html?locationid=-1



